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ABSTRACT

Light-water reactor operatisrand maintenanc@®&M) costs are
prohibitively high, thuscontributing tothe premature decommissioning of
nuclear power plan@\NPPs) This is paty due to how the equipment is
monitored. In recent years, cloud computing has emerged as a dominant
technology by virtue of itbow costs,computing and storage adaptability, and
ability to host applications over numeraypes ofvirtual infrastructures. Cloud
computing can be a cestfective alternative to onsite storage and diagnostics.
This paperconductsa techneeconomic assessmentafprovisional cloud
deployment architecture fartNPPpredictive monitoring PdM) system. The
cloud-based monitoring system would enable maintenance and diagnostic
(M&D) analysts and other authorized plant users to remotely monitor equipment
functionality so as to enable PdM practices aadly detection of faultS he
Microsoft Azure cloud platform igcludedin the proposed cloud architecture to
provide data processing and storage, sensor device netwa@akihgatabase
managementhowever this analys could be extended to other cloud computing
service provideras well For the techn@conomic assessment, technical
feasibility is measured in terms of network performance metrics such as response
time, latencyand throughput, wéreaseconomic feasibity is measured in terms
of operational costand capital expendituseFinally, this report coversertain
regulatory and security aspects that may concern licensees looking to implement
cloud computing. The repdidcuses orthe integration of sensor ddiase
storagetheapplication of cloud resourcés PdM andtheidentification of
technological and economic hurdles associated withimgae a cloud
computingbased architecture.
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Development of a Cloud -based Application to Enable a
Scalable Risk -informed Predictive Maintenance
Strategy at Nuclear Power Plants

1. INTRODUCTION

Light-water reactor operatigmnd maintenance (O&M) casareprohibitively high, thus
contribuing to the premature decommissionimd nuclear power plantdNPPs) This is party due to how
the equipment is monitoreth recent yearscloud computing has emerged as a dominant technology by
virtue of itslow cost its ability to host applicationen various types ofirtual infrastructuresand its
computing and storagadaptabity . Cloud computing can beecosteffective alternative to onsite storage
and diagnosticgOne practical example of this is seen in conducting anomaly detectiapairanical
componentsSensor drift, pumgailures and damaged motor bearings requirdtrmaodal equipment
condition monitoring. To efficiently utilize signal processing algorithms for fault diagnosis, enhanced
reattime datadriven machine learning (ML) and artificial intelligence (Al) technigstesuldbe
employedlmplementing a reaime predictive maintenance approach using advanced Al models
alleviate the costassociated witperiodicequipment repairs, labaandunnecessargutageg1]. The
NPP industry seeks to leverage claodnputingg s el ast i ¢ pr oc-availabiimg power
computing resourcdsy advantageuslyshifting data storage locations frooomputers located atant
sitesto cloudservers with integrated security managemAdditional savings can bealized viahe
cloud service providés payasyou-go method which enables uss topay onlyfor the resources
require for thetaskat hand

1.1 Report Scope

The goal of tis report is to propose a NPP cloud architecture for database storage and analytics. This
report is an extensiaof prior documentsegardingthe implementation of digital monitorireg NPPs
These peceding documents evaluated prospective wireless digtdlaumtenna systeni®@ASs)andLong
Term Evolution(LTE) communication networkthat would bdeasible folNPPdigital sensors with
wireless technologie2]. ML cgpabilities, predictive maintenan¢@dM) optimization and data
visualization techniqueserealso reviewedJ].

This reportcoversa tedino-economic assessment of a provisional cloud deployment architectare for
NPPpredictive monitoring system. ©dcloud-based monitoring system would enaiaintenancand
diagnostis (M&D) analyss and other authorized plant users to remotely monitoipagent functionality
so ado allow for early detection of fault&'lhe Microsoft Azure cloud platform imcludedin the
proposed cloud architecture to provide data processing and storage, sensor device neandrking
database managemetitoughthis andysis couldjust as easily bextenakdto other cloud computing
service providersTechnical feasibility is measured in terms of network performance metrics such as
response time, latencgnd throughputwhereaseconomic feasibility is measured in terni©perational
cosk and capital expendituseFinally, this report covers regulatory aspects that may concern licensees
looking to implement cloud computin§uch aspectacludedata storage and export control concerns
This reporffocuses orintegratng sensor database storagppling cloudcomputingresources$o PdM,
andidentifying anyassociated technologi¢caconomic or regulatoryhurdles

1.2 Organization of This Report

Section2 gives an overview of cloud computing and deploymeeittirmds Section3 coversthe
regulatory aspés that licenseseshould be aware of when considering the use of cloud computing
resourcesSection4 compares the current cestf operating an onsite M& center with the costs of
operating a similar systeasingcloud resources.



2. CLOUD COMPUTING

Cloud computing refers to utilitipased computing resourcascessedver the internetOn the cloud
platform, virtualizationtechniquegpermit the creation of multiple simulated environments and resources
to be generated kg single physical hardware system througyp& of software referred to as
hypervisor. The hypervisor provides an interface to various resdusstston physical hrdware
systems andistributes them appropriately into secure environments known as virtual machines).(VM
Services, applicationand infrastructure resources on the cloudsarglableto users ordemand through
network accessvith resource poolingnd rapid elasticity(i.e.,automatic scaling of dynamic resources
Subscibingto cloud platforns requirelicensng agreemergfimanagement, security compliance,
certificates andthe meeting of any regulatory measures requisegour cloud providefThe adantages
and disadvantages of various cloud platfoarediscussedn [4].

National Institute of Standards and Technology (NIST) Special Publicatici#®describes cloud
computing as fia model f or -demaadnetwork@ccasbto aysdipdolo us, c o
of configurable computing resources (e.g., hetworks, servers, storage, applications, and services) that can
be rapidly provisioned and released with [BM ni mal
The cloud model inhat documentonsistf five essential characteristics, three service models, and four
deployment models.

The five essential characteristics are definefbl®ws:

1. On-demand slf-service A consumer can unilaterally provision computing capabilitéeg, server
time and network storayjas neededvithoutthe need fohuman interaction with each service
provider.

2. Broad network acces<Capabilities are available over the netwandareaccessed through standard
mechanisms that promote use by heterogeneous thin or thick client platforms (e.g., mobile phones,
tablets, laptops, and workstations).

3. ResourcepoolingpThe provi der 6s computing resourviaas are p
multi-tenant model, with different physical and virtual resoubmiagdynamically assigned and
reassigned according to consumer demand. There is a sense of location ieepénthat the
customer generally has no contoskerthe exact location of the provideglsourcedut may be able to
specify location at a higher level of abstraction (e.g., country, state, arettaiéa). Examples of
resources include storage, proéegsmemory, and network bandwidth.

4. Rapid elasticity Capabilities can be elastically provisioned and reletssdale rapidly outward and
inwardascommensurate with demand. To the consumer, the capabilities available for provisioning
often appear unlinéd and can be appropriated in any quantity at any time.

5. Measured serviceCloud systems automatically control and optimize resourageusy leveraging a
metering capability & level of abstraction appropriate to the type of sergiogloyede.g., stoage,
processing, bandwidth, and active user accounts). Resource usage can be monitored, controlled, and
reportedon, providing transparency for both the provider and consumer of the utilized service.

The three main types of cloud servicasvisually sumnarized inFigurel, are described as follows:

1. Infrastructure as a Service (lad): This capabilityallowsthe consumer to provision processing,
storage, networks, and other fundamental computing resahatemablethe consumeto deploy
and run arbitrary softwareptentiallyincluding operating systems and applications. The consumer
does not manage or control the underlying cloud infrastructure but has contrifiexseerating
systems, storage, and deployggplications as well apossibly limited control eer select
networking components (e.g., host firewals3.shown inFigure 1, the customer is usually
responsibldor application maintenancadministration(e.g., middleware and run time), and data
These resources can be dynamically split and resized based on demand. Some exam{ples of laa



services include DigitalOceakmazon Web ServicefA\WS) EC2, Google Compute Engine, Azure
VM andContainersandRackspac¢6]. Industries may consider this option as solutions for
high-performance computing, application development and prodyeisonell as private database
management for security purpose€his service i€onsideredut should be used only by exception

2. Platform as a ServiceRaa9: This capabilityallowsthe consumer to deplanto the cloud
infrastructureconsumeicreated or acquired applicatiothet were developeasing programming
languages, libraries, services, and tools supported by the provider. The consumer does not manage or
control the underlying cloud infrastructurghichincludes thenetwork, servers, operating systems,
andstorage, butancontrol the deployed applications gmassiblythe configuration settings for the
applicationhosting environmenPaaSs usually builtontop of 1aaS, with the cloud provider
managing the run time and middleware, as seéigire 1. It alsofeaturesuilt-in scaling, load
balancingandavariety of services for messaging authentication and cachingxgéarple Azure
Logic Apps helps speed upe applicationdeploymentand configuration processéxamples of
PaaSservicesncludeOpenShift, AWS Elastic Beanstalk, Microsoft Azuren@entDelivery
Network, Microsoft AzuréApp Service,andApache Stratofg]. Thesanay alsdbe consideedfor
use inapplication development and data manageniadaSs considereés a potential candidate for
the NPP clougsince itofferstheflexibility to customizeintegratedapplicationprogramsand drives
technology standardization for modernized systems and applications that require customization.

3. Software as a Servic&sgag: This serviceaffords the customer the advantage of using the cloud
provider 6s i nnhingagplications withuthavngaanthnagewr maintain therfihe
applications are accessible from various client devices through a thin client interface such as a web
browser (e.g., webased email) athrougha program interface. The consumer does natagea or
control the underlying cloud infrastructuig., thenetwork, servers, operating systemsgstoragég
or even individual application capabilities, apart from limited 1spercific application configuration
settings Examples of such cloud seres includeGoogle Apps, HubSpoBropbox, DocuSign,

Office 365,andGmail [6]. Industries may consid&aaSor remotemanagement of specific types of
software Sa& can be usetb support a lowcode deployment approach aadptimize functional
requirements

Available Cloud Platform Services
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Once a cloud service model has been chdasenystthenbe deployedDeployment models should be
selected in consideration déta privacy, encryption, compliance, retention, visibility, and security
concernsThe four types of deployment modelsesummaizedasfollows:

1. Privatecloud: This cloud infrastructure is provisioned for exclusive use by a single organization
consisting of multiple consumers (e.g., business units). It may be owned, managed, and operated by
that organization, a third party, @combination of théwo, and may existitheron or off premises.

2. Public cloud: This is a conventional platforiyy whichresourcesrad infrastructure&ean bemade
available over the internet by thiphrty offsite providersvho areaccessible tthe general publidt
may be owned, managed, and operated by a business, academic, or government organization, or some
combinationthereof. The doud customers are charged dependingheramount of datased. The
three major cloud providers are Microsoft Azure, Google Cloud ProvaddAWS. Currenty, the
technological infrastructusef most NPP sites run af¥indows platformmeaning thaintegratng
existingdatacenters with Microsoft Azure cloyalatformwould be feasiblerbm acompatibilty
perspective

3. Communitycloud: This cloud infrastructure is provisioned for exclusive use by a specific community
of consumers from organizationsgth shared concerns (e.g., mission, security requirements, policy,
andor compliance considerations). It may be owned, managed, and operateel ®Giymore of the
organizations in the communityy a third party, oby some combinatiotheref, and it may exist
eitheron or off premises. The NPP industguld operate aommunitycloudin order to meetlata
security and regulatory requirements.

4. Hybrid cloud: This cloud infrastructure is connized of two or moreof the aforementionedoud
infrastructuretypes (.e., private, communityandpublic), each of whiclwill remaindistinctbut be
bound together by standardized or proprietary techieddigat enable data and application
portability (e.g., cloud bursting for load balancing between clodd3. hybrid cloudoptionis
recommended for the NPP industifhe NPPindustryseeks t@xpand existing datzenter
capabilitiesso ago leverage MicrosofAizure public cloud storage and analytics servicesderto
reduce network latencies aadhieveefficient scalability to enhance casving inreattime
monitoring. Running workloads on the cloud can also be securely managediemzeapprivately.

2.1 NPP Cloud Transition Strategies

To maximize the benefits of cloud services, information from the data histaltang withany
currently employed procedurasd applicationamustbe transitioned to the cloud. This process can be
accomflished through rehosting, refactoring;aechitecting, or rebuildin¢these ardisted inorder of
increasing workload to complétdhe cetails and applicable scenariegardingeachprocessrelisted
below.

Rehost Thisprocesss oftenreferredtoaafi | i f t ,0asit@ntass ldiredt transfer o¥Ms from
an onsite data center to the cloud. In this gdsetype of application services is mainly tha$option.
Databases and compactible file storage can be deployed on bothehdivVegand file storage services.
Onsite administration securiggs well a®perational management would have to adjust to cloud services.
Selectingthe right infrastructure service and setting up @adaling, automatic backup servicaad full
infrastricture monitoring would mitigatenytransitionrelatedchallengesThis approach can be used
whenthe cloud transition process is hinderedallgck of human resoursginsufficienttime, and
financial constraintdt is alsofeasiblefor when special cladiplatform libraries and utilities are needed to
support sftware application compatibilityf the applications are up to datemde and deployment
changesire seldom neededhe two optiongor transitioningthe VMs are Azure VM (1a&) andAzure
VMware Solution

Refactor. Thisprocesgefers to making small changesthe onsite codes prior to transitioning to the
cloud environmenfusually the Bag. This proces®ffers advantages in terms of availability, scalahility



and reliability anddoesnot require intense implementatidhcan be usedhendeploying applications
using Azure Docker containers in Kubernetes. Again, datalbasebe transitioned to managed database
services on Azurgncluding Azure Structured Query Languag¢8QL), Azure SQLManagednstance,
andAzure Database for MySQIPostgresSQL.

Re-architect This requires splitting application codes into smaller batches (microserfdces)
independentleploymenton the cloud. The Azure Kubernetes container or serverless services could be
used fortheimplementation. This optiorsfeasible for independent private relational datalkasathat
mustbe transferred to nerelatioral managed NoSQL databases such agré& Cosmos DB. Additional
requiremerg may be needetb develop a separat®ntinuous integration and continuous deployment
(CI/CD) pipeline forevery appropriate programming languageach microservice framework.

Rebuild This involves creating the siem in the cloud from scrattly using required cladiservices
and practicesThe implementation is extensiv@causenost aspectsf transitioned codes must be
redesigned on the cloud platforirhis processcan be adopted if thamicroservices required fahesmall
code partitionsnustbe totally changed to support theenedntcloud infrastructure and development.

NPP cloudtransition recommendatioa After further analysis of the top three cloud provider
servicesthe Azure cloudproviderwas exploredor the NPPcloud transitios, based on the rationale
found inthedetailed services review], along with the fact that it isighly compactible with Microsoft
applications anéntaik less configuration effort and faster deployment models by virtue of its memory
optimizedcentral processing unitstances. A hytid cloud platform is preferredsthe existing private
cloud employsdditionalAVEVA cloud servicesandis envisioned to be integratedth Azure cloud
services as proposéuthis report Therehost {.e., lift and shift) combiredwith therefactor transitioning
procesqe.g.,both laaSandPaaSservice} representthe bestpproactor conductinghe NPPcloud
transition since the nuclear industry intends to scale@gtimize maintenance predictiactivitiesby
leveraging cloud resourcés reduce cost The required deployment procedure is described in the
subsequent sdons

2.1.1 Path Forward for the NPP Cloud Integration/Transfer Approach

The followingis an outline of the technical consideratiomslvedin supporing the recommended
laaS andrehostrefactor Azure cloud servisenodel.

1 VMsandservers There isaneed to access NPP site serverstaricansfemworkloads to Azure VM
or Azure VMwareSolution. Themostefficient approaclis to create a minimal amount dditd for a
version of the workload to géte application initiallyworking on the cloud. NPP server applications
already running olWMs can be easily transitioned to the cloud platform ugmmpletion of the
required application and software version upslate

1 DatabasesExistingNPP sitedatabasgcan be moved to relational formats in Azure SQL Database,
PostgreSQLor Microsoft SQL Server in Azure VM. On the other hattig ronrelationaldatabass
can also be moved to blobs, tables, quefiesre NoSQL Datbasepr Azure CosmosDB on the
cloud platform For enhaned performance, scalability, and securitywill be essential to rebuild the
data model as a new Azure SQL Databasaddition, adata recovery plan should be considdied
rectifying anyerrors and disasters. The opt&eo existgdo synchronize thplant siteSQL database
with the cloud SQldatabase servels/ using the SQL Data Sync servicetlire Azurecloud. Large
amouns of data can be moved either virtually or manuall/network transfer or AzurBataBox,
respectively. The Netgp Cloud Volumes ONTAP software package is recommended for
costeffective data storage and managenjéht

. Webapplications NPP site8web applications can be transferred to Azure LogicsfpulAzure
Kubernetes Service.



T Virtual desktop NPP sitg'virtual desktops couldlsobetransferredo virtual desktopsn the Azure
cloud

1 Network A virtual private networKVPN) with an Azure ExpressRoute is recommentiedpeethg
up data transmission amdproving bandwidth performance.

1 Testingandoptimization Functional and performance tests willreguired to confirm application
and workload compatibility on the cloud. The performance results could be compared with NPP site
performance to resolve scalability and feature functionality issues in the cloud application.

1 ServicemanagementWorkloads tansferred tahe cloud can be monitored by using Azure
Application Insights to collect, analyze, debug, measure performalimegte resources
troubleshoaqtetc.,with regarg to the servicdevel agreements ahe Azure cloud platform.
Microsoft Operations Management Suite could also be employrednotelymanage both NPP site
server applications as well tooud.

2.2 Framework of the Proposed Architecture

In previous years, the nuclear fleet relied on trnasuminglaborintensive preventive maintenance
programs to maintain and sustain plant assets leading to high O&M costs. Subsequently, with the increasing
number of datajenerating sensors, existing equipment reliability and maintenance processes can become
complicated and inefficient to detect asset failures at an early stage. As a result, the nuclear industry seeks
to leverage scalable cloud resources to detect plant asset disturbances that may elude other maintenance
systems in redime for better maintenancelapning with minimal downtimes for safe long term
economical operation. The proposed NPP clbased higHevel architecture depicted in Figure 2
described in this section would be employed to collect and process thaowutte sensor data from various

NPP sites for automatic monitoring alerts and diagnosis using advanced Al methods.

NPP site wireless sensor netwboilhe lefthand side of

Figure2(i.e, fl ocsdlt epl)antl |l ustrates the | ocal NPP site
network types among sensors and actuators, the Internet of Things (loT) Hub gateway, and VM servers.
For local wireless connectivity, a DASTE combines wireless amplifiers and filmptic cables to
distribute wireless signals to antennas over a wide frequency range (kHz to GHz). Large volumes of
sensor data are continuously collected at the plant site and transmitted to the cloud-Faeuier and
the IoT Hub gateway point thahsures a high data transmission rate with bidirectional communication.

An edge device can be employed to enhance the data processing activities (e.g., data cleaning and feature
extraction)prior to sending the data to thiwud resources. The VMs and datvers at the plant site are
accessed from the cloud, using a VPN connection to ensure data s€wrigntly, some data sources

are taken periodically by hapdutby deploying new wireless sensors, thegeequentroute-based
measurements can belaced withfrequent andaeliable sensomeasuremest Continuous collection and
monitaing of sensor dataasenabledoy wireless sensor monitoringill ensure tlat equipmentemains

healthy ands operating withintheacceptable limits in a cosffective mannerThus, there is aeed to
ensurghatthe wireless network can support these new sensors anddirespondingrequency ranges.
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Figure2. Proposedhigh-levelarchitectureof thehybrid cloud.

NPP cloud network The second aspect of the proposed architecthoavnin

Figure2 encompassdsirther realtime data processing and analytics, storagd security
management aspects. On the cloud platferseries of applications can be integratsdneedednto the
centralloT Hub infrastructure adaptors. Data routing and authenticatialhincoming messages
receivedrom various sensor devices and locations is authenticated by the Event or 10T Hub gateway
prior to further data processing anddata analytics. Wehpplicationsarealso developed antibstedby
container and Kubernetes services for-teaé visualizatiorof archived historial data.

NPP cloud services The third aspect dhe proposed architectushownin

Figure2 encompasses tteharing of analysis reports and data visualizations through a web browser
or portal. M&D reports are also made available to authorized plagitechnical staffn addition,
administrative management functions are made accessible teefidnisersUsingservicessuchas
Azure,GE Predix,andAVEVA, cloudserviceprovidershaveshownthatdatacanbe sharedand
demandedervicesprovidedthrough securedatabaseservers.

2.3 Communication with Cloud Services

2.3.1

Wireless Sensor to Cloud Services

To realizethe maximum beneftof cloud computing, sensonsustbein regular communication with
the cloud computing sit&his will most likely entailinstallation of newwirelesssensors to repladbe
manual routebasedneasurementand therebymprove the reliability and consistency of skee
measurement$Vith frequentmeasurements being sent to an onsite database, the datarefihbd



prior tobeing sentin either a streaming or battike fashion, to cloud computing services for further
analysis and eventual storage

The existing plant site DAETE/wireless local area networbMLAN )/long-range wide area network
(LoRaWAN) sensometwork uses a 8P.NET(Windows application on a Microsoft SQL server
databaseHigh bandwidtls (700' 950 MHz)aresupported by the WLAN/WFi for low-latencydata
transmission rag Signals fromow-power,low-bit-rate sensors withia range ofLO km arewirelessly
connectedria the LoRaWAN. Theadiofrequencyidentification (RFID) network also operates in a low
signal frequency range (H&Hz), with a sensing distance of 100m. This RFID networlservemwill be
used tadetect whenever equipment is reradvrominventory.Other sensor devicesustbe
accommodated as weihcludingvalve position monitoring gauge readershia433 MHz frequency
range, hundredsf vibration sensors, dozen$dosimetry sensoiis the915 MHz frequency rangand
other deices such as smart phones, tablatslultrasonidinfrared cameras with frequency range of
700/ 850 MHz[9].

Thewirelesssensotito-cloud-database layowhownin Figure3 is basically applicable to all
registered sensor devicasthe NPP sitdVhen thesensoidevice is activated or provisiondtie device
specific schema informatide.g, equipment ID and dlientication is stored in thecloud device registry
irrespective of hardware differersoer sensor device moddlo ensure a unified telemetry data format for
all connected sensor devicdse plantsidedevice management takes caralbfieviceto-cloud
bi-directional messages, property updates from the NPP site to thearolgirect data path
communications among individual connected devices. The AzurdliibTmaintains a device twin for
DAS-LTE/WLAN/LoRaWAN sensorsand this twin containghe following:

1 Device tagsReadwrite JavaScript Object Notatiod$ON documersgto identify sensor devices and
subsequently aid in organizing them

1 Desiredproperty. Synchronize device configuration together with the reported properties. The
notification back ende.g.,Azure storage containgrsanestablisidesired propertiés as well as
changedo desired properti€s to be read by the NPP device application on the edge server.

1 Reportedproperty. This is dso usedn tandermwith the desired property to synchronize sensor device
conditions. The NPP site device application can set the reported propepiread and queried by
the cloud baclend service queue.
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To ensure consistency in sensor data throughout the gerdatabase layout given Figure3, the
JSON encoding formawas adopted. Incoming JSGNrmatted messagesre automatically routed to
different devicesas pethe loT Hub'smessage structure. Wi network sensor devices gdigh sensor data
to theMessage Queuing Telemetry Transp®QTT) protocol to aidin constructing a deviceto-cloud
(D2C) data pathSensor data from the LoRaWAN Ilgrowered devices are first reported to the plant server.
Aggregation of tesedata is latetransferred to the cloud. Similariyn the cloud sidespdates to the desired
properties aréransmittedto the WiFi devicesvia the Advanced Message Queuing Proto@®MQP) or
the HypertextTransferProtocol HTTP) notification protocols$n orderto supporthefile upload data flow
which isenabled by standalone applications

2.3.2 NPP to Cloud Services

After wireless sensotsansmittheir data to onsit@lantdatabaseer historiansthe plant database
mustcommunicag with the cloudThe cloud loTHub accomplishes thitask ands essential for
connectinghe plant database to cloud resourcBse cloud loTHubis at the center of the sensior
database layout iRigure3 above The cloud loTHub managememncompasses three types of inputs
property update, hilirectiona) and direct message inputs. Each device corresponds to two identical
objects the localdevice and the digital twin representation on theHib. The device twin contains
device tags, desired propertiaad reported properties. Property updating consists of synchronizing the
locally desirecproperties from the plant server to the claggired propertiesthenupdating the local
reported propertielsasedn the cloud reported properties:-diectional (.e., D2C and cloud to device
[C2D]) messages are natively supported by theHob in orderto enable telemetry data transmission
and notifcation delivery. Direct messaging inputs are used to instantly invoke local commands in the end
device for execution. The proposed layout is capable of transmitting information from plant site devices
to the cloud database for storage. In this scen&eoAzure 10T devicsoftwaredevelopmenkit (SDK)
is recommended as an opswurce software framewof&r enabing simpleandsecure cloud gateway
management and connectivity. Some supported platforms within the Azure SDK are Windows 7/8/10
Linux (Ubunty Fedora, RaspbiarandAndroid. Languagesuch asNET, C#, JavaScripand C are
compatible as well

©



Figure4 shows the DAS.TE/LoRaWAN/WLAN sensometworkas beingthe backbonef the layout
thatenhancethe connectivity between the plantor onsite local infrastructuéeand the cloudThanks to
native Internet ProtocollP) support devices with Wi interfaces, some devices can directly
communicate with the cloud gatewhy using any of the supported messaging proto@ts MQTT
and the Constrained Application Protocol) through the JUNIPAR PaAfrIn paralle] the message
exchange between resouilteited devices and the cloud is bridged by the edge server-&atk2D
messages can also be transmitted through thearidiNPSec/IKEtunnelthanks tahe switch to the edge
device then furtherelayed tathe target devices.

Regardinghe NPPconnectivity networldepicted inFigure4, the various data link and
communication protocols hawdreadybeen mentioned in the previous section. These protocols permit
interoperability among devices from different networks. The adtwomponentsan be describeas
follows:

1 RFID front-end server. Radiofrequencyidentification for automatic data acquisition, scalahibiyd
data inventory trackinglThe RFID frontend server would act as an inventory management system
consisting oRFID readerandRFID tags, as well as a RFID software application. The RFID
inventory management system would track and matregeensor data invento(g.g.,status and
location), with reaktime updates to cogfffectively automate and improtiee accuacy of inventory
counts. Again, the RFID batteryless technology provides numerous bgnefitdinglargescale
integrationreducedcomplexty, andflexible mobility [2]. The digitdly processed signals stored on
the sever would be transmitted ovedransmission control protocol / internet proto€bCP/IP)
network.In addition theRFID backhaul servereceives the filtered signals for various frequency
bandsby employing a modulation schen{e.qg.,the quadrature amplitude thespread spectrum for
theWLAN/LTE and LoRaWAN communication protocelespectively[2]. The modulated signal is
then transmitted over to the cloud for storage, analytics, and monitoring.

Edgeserver. Acts as a local hub where all sensor @datsaggregated and forwarded to the cloud
IoT Hubgateway The centralized device that transmits aggregated data to the cloud.storage

Expresgoutecircuit: Joins the onsite network with the clouid routers.

=A =4 =4 =

Expresdoadbalancer Express route gateway that reduces latency and connegisvidtevirtual
network(VNET) to the cloudsubnet

VPN gateway Provides external connectivity to the-premises network

1 IPsec/IKEtunnel A site-to-site VPN gateway connectidinkingtheNPPs i t e t o t he c¢cl ouda?éd
network.

1 VPNIloadbalancer Routes network traffic from the VPN gateway to the cloud

Virtual machine Enableshostng applicationssuch asgVindows, Linux,andiPhone Operating
System i0S) to achievevirtual scalability

1C
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Figure4. NPRto-cloud-network connectivity.

The edge server is where all the sensor diagaggregatedn the plant side before beifmwarded
to the cloudThis component is essential becgusken used in tandem with methodsls as feature
extraction or dimensionality reductiahcanreduce the total amount déta being transmitted the
cloud, thus leading to cost savingsterms ofthe subsequent data storage and procedsiggre5 gives
the layout of the local edge seryshowing it to banainly comprisd of an edgemanager, edge broker,
useraccount and authorizatioegdge VM, edge operating systerandedgeagent. TheedgeVM runsin
an isolated process parallel with other components to interact with sensors and actuators that are
directly connected to the edge server.

The data flow from the | a n t edge iserver doghe clouslas follows:

1. Sensor datareingestedo and transmitteffom the edge servefhe hypervisor creates and oversees
theVMsas they run.

2. The dataaretransformed and sent &data busdepending on the communication protocol from the
protocol adapter

3. Following subscription to the protocol adaptdataaresent from the data bus to tReentHub and
time series gateways

4. Data pre/postprocessings conducedby the custom apigation, which acts as a computing
analyticsunit on the edge servand publishe the databack to the data bus or the cloud.

Thehistorian is used to archivhe processed data

Finally, the pocessed datarepublishel to the respective gateways on the cloud.
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In addition, heedge analytics servicelat arealsoavailablethrough the astom apfication can
perform data cleaningndcompressionas well asome feature extractigrior tothe databeing
transmitted to the cloud.
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Figure5. NPPsite edgeserverinterface

2.4 Cloud Architecture and Storage

Architecture and storage pertain to the structure of the data pipelinthent&ta have been
transmitted insidéhe cloud.

2.4.1 Data Ingest and Pipelines

This section presents the data ingestion and egestion pipelines required by the arcpregtosed
in the previous sections terms ofperforming remote analytics and maintenance. arhitectureof the
data pipelindllustrated inFigure6 takesinto consideratiotthe higter costof streaminghe dataas
opposed terocessinghem inbatctes In this regardthe frequeniesof the input data for neareaktime
and batch procesg) wereconsideredo mitigate data loss and errors in the data transmigsamess
The two main sources of data considenete vibration andNPP equipmenprocess datavhichpertain
to flow, pressureand time seriesmformationobtained from th®©pen Platform Communication®©PC)
Unified Architectureas well as theupervisorycontrol anddataacquisition SCADA) systems or
historian server at thdPP site An exampleof cloud deployment usindgata froma NPP site is given
in [10]. For neasreattime analysisthe sampling frequency for the vibration data could be as high as
8,192samples/sedransferrecn an hourly basisThe data ingestion pipeline Figure6 describes the
variousaspects of feasipltrangnitting vibration and plant process dataamely,ingestion,
transformation and analysis, storage, and visualization.
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Figure6. Dataingestionandegestionpipelinelayout for the NPRloud.

1.

Ingestion: This, the first step in the layouinvolves extractigraw datsand/or featurefom the
sensor devicesr edge serveseaver logs andifes, process data file uploadsdSCADA systemsor
data historianat various fequenciesBecausalata at this stage originate from various sources at
variable speediequencieandin different formatgi.e., structured, unstructuredr semi

structuredl, it is imperativethat thedata ingestiotve completed effectivelyThefollowing data
ingestion toolsvereemployed for our specific data:

EventHub: This is a lowlatency seamless integration streaming platffmmmeceiving and
procesig alarge volume of datavents per second. It also has builadapters for regime and
batchevent transformation.

ApacheKafka Thisis a highthroughput distributed messaging systat featuregnhanced
integrated portioning and fault tolerance for lasgale data streas.

IoT Hulx This cloud platformservice primarily managedn Microsoft Azure acts aghe central
communication layer betweehe connected devices. It also supports monitoring to assist in
workload scaling and theacingof device connections.

Transformation and Analysis This stepackles the question of whetherdineamdataor process
themin batches. The collated daeeconverted, normalized, cleaned, mergaajsorted for further
analytics. Recommended tooisclude

Apache SparkA parallel processing cloud application in Azure HDInsjigtgupports in
memory huge data analyticsclinload and cadahdata repeatedly during-imemory
computations. Spark scales up in performance and data optimjzateiting intefaces for
Python, R, Scalaand SQL.This toolis usefulfor applyinglarge-scale data analytide the vast
historical datecurrently storedt each plant.

Azure DatabricksA cloud-based engineering data processing toolithasefulfor transforming,
processing, and exploring huge amounts of data thrAughodels.To increase performancéet
Databricks runtime augments the capacities of Apache Spark workloads. In addition, cost
minimization is achieved through awoaling and auttermination modesor Spark clusters.
This tool allowsfor integration of opersource librariesthusenabing the latest Al and ML
techniques to be used.
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